# Related Work

In [9], one of the earlier papers presented on encrypted searching, the author observes that many individuals and organizations wish to exploit cloud storage, but do not trust cloud storage providers (CSP) with their confidential data.

The naive solution is for clients to encrypt the document on their trusted local machines, and then upload it to the untrusted CSP. Subsequently, when clients need to access the documents, they may download it to their local machines and decrypt it for viewing. However, if clients are on devices with limited resources, this is not be reasonable solution. It becomes especially unreasonable as the volume of sensitive information expands (to gigabytes or more). Rather, what is needed is some way to allow the CSP to search on behalf of clients, returning only those documents that are relevant to the user’s query, but without disclosing the contents of the data nor the contents of the query[[1]](#footnote-1) to the CSP.

The capability to search over an encrypted collection of documents without needing to first decrypt them is known as encrypted searching. It may be considered a subset of the more general (and far more computationally demanding) category of fully homomorphic encryption (FHE), which DARPA has recently spent $20 million dollars to support its development.

Encrypted searching has gained a lot of traction in the research community because of its obvious utility. Many solutions have been proposed using diverse concepts and methods. This section describes the major existing related work and serves as a general overview of its current status, especially as it relates to the strengths and weaknesses of the various proposals.

# Confidentiality

The first question to address is, how should confidentiality be implemented in the context of encrypted searching? That is, what techniques will be used to prevent the disclosure of information to unauthorized parties, e.g., a remote server hosting the encrypted documents? We consider three primary approaches: compression, obfuscation, and encryption.

|  |  |  |
| --- | --- | --- |
| **Methods** | **Advantages** | **Disadvantages** |
| **Compression**  [13] | * Will minimize document size * Fast and easy to implement * Very well understood (Huffman) | * To serve as an obfuscator, separate symbol mapping table must be maintained locally by users. (So, why not just query the local index?) * Since you already have the symbol mapping, you can just query it locally, which can be treated as an index of the document. (Unless space efficiency is sacrificed.) * Relatively easy to break through frequency analysis; not secure. |
| **Obfuscation**  [17], [19] | * Effective non-skilled attackers * Compared to Huffman symbol codes, hash tables will be far smaller in size | * High risks from the insiders, who may have some clues to guess which obfuscated data means what. * Take time to perform searches the document contents for large documents. |
| **Encryption**  [1], [2], [4], [5], [6], [9], [11], | * Effectively protects the contents of documents (or indexes) from their release of contents from anyone (including insiders, as long as insiders cannot access decryption keys) | * Depending on the confidentiality provided, performing approximate matching and ranking relevancy of documents is very difficult. * Strong encryption tends to be slow. * If note careful, still prone to information leaks, e.g., frequency analysis. See: information leaks |

## Compression

In [13], the idea of using the theoretically optimal symbol encoder, Huffman, is proposed in the context of information retrieval (without consideration of the unique needs of encrypted search), where the symbols consist of words rather than letters. Thus, each word in the document maps to a unique bit string such that the total length of the document is (near) optimally compressed. A compelling notion, to conceal the contents of documents, is to use this approach to generate code-words as a form of encryption (essentially, a substitution cipher). That means the symbol table must be kept private to prevent untrusted parties from learning the code-words.

When combined with an inverted index[[2]](#footnote-2), this is fast and efficient; it only takes logN time to query whether a word is in a document, where N is the size of the vocabulary. It is also very space efficient, i.e., an optimal symbol compressor is being used to compress the document.

Unfortunately, it has far more disadvantages than advantages. First, a local symbol table must be maintained and kept private. Second, since the symbol mapping must be kept private, it is reasonable to ask whether users should even bother querying the server at all when they can alternatively simply query the local private symbol table.

If the symbol table is not being optimized per document, e.g., optimal code-words for the entire document collection are used instead, then only a single symbol table must be stored and maintained for all the documents in the collection, but at the cost of less than optimal compression. However, and this brings us to the third and primary disadvantage, the symbol table—being a substitution cipher—is easy to break through basic cryptanalysis. ***[Flaws of Substituion Ciphers Frequency List of English Alphabet]***

## Obfuscation

The compression section discussed a method to obfuscate by symbol remapping, or substitution. In general, any symbol substitution technique may be used to obfuscate the contents of documents. The main distinction between obfuscation and compression, in this context, is obfuscation obscures the contents of documents by mapping symbols, words, or phrases to other symbols, words or phrases [17, 19], whereas compression code-words map ASCII codes to binary codes.

Conceptually, there are two types of obfuscations: encoding-based and index-based obfuscations. For example, encoding-based obfuscations transform the appearances of symbols, words, and phrases by applying a universal transformation for a document. Thus, the word “ABC” may be transformed to “BCD” by numerically adding one to the ASCII code of each character while their data type remains unchanged (their data type is still ASCII character string). Indexed-based transformations apply a unique transformation to the provided input. For example, the index may, as an invertible function, map “John Smith” to “Person 192353” (or simply “192353” if the “Person” tag leaks too much information). Another example can be found in automatically generating hash functions, e.g., map input x to x’ and store x’ in the index. As with compression, the symbol mapping must be kept hidden from untrusted parties

These techniques suffer from the same problems that compression code-words suffer from: they are relatively easy to break or at the very least leak a lot of information about the contents.

## Encryption

Well-tested encryption standards make more sense if the desired outcome is proven confidentiality.

In data encryption parlance, the document (information) is called plaintext. The plaintext is fed into an encryption function whose output is called ciphertext. In addition, the function requires at least one more parameter called an encryption key. The idea behind the use of a key is instead of needing to generate a new algorithm to generate a different encryption, a different key can be used to the same effect. That is, a given plaintext must generate a different ciphertext (the encryption function must be invertible) for each key in the key address space.

Without knowing the key, it ought to be the case that the only way to break the cipher is to do a brute force exploration over the entire key space, e.g., for a given ciphertext c, apply the encryption algorithm and a key to see if that generates a plausible plaintext c’. To prevent the tractability of brute force attacks, the key space tends to be quite large, e.g., 2128.

### Symmetric Encryption

In the context of encrypted searching, two different types of encryption have been used, symmetric and asymmetric (public-key) encryption. Symmetric encryption uses a single key for both encryption and decryption. Compared to public key encryption, it is less computationally demanding. However, the downside is, a secure channel must be used to communicate the secret key if multiple parties need to be able to use it. The earliest examples of encrypted search used symmetric encryption [9].

### Public-key encryption (asymmetric)

One of the earlier proposed encrypted searching proposals based on public-key encryption with keyword search overcomes a weakness in symmetric encrypted searching: to send a searchable encrypted document to Alice, you may use her public key such that only she can search it using her corresponding private key.

### Cryptographic One-Way Hash Functions

In a secure offline index-based data structure (see offline searching), which is independent of the document it represents, there is no need (nor desire) to be able to losslessly reconstruct the document from the information in the index. This provides us with another attractive option: do not use encryption at all, but rather, use a one-way (non-invertible) cryptographic hash function. [7]

They may still be combined with one or more secret keys, as with symmetric and asymmetric encryption, to manage user authorization.

There are a couple of advantages to this approach. First and foremost, it is far less computationally demanding. Second, because it is non-invertible, even if the secret key (or keys) are revealed, this does not necessarily compromise the contents of the actual document (except by allowing whatever searching facilities the offline index permits).

# Types of information leaks

In [7], the author contends that an encrypted search capability should reveal no information about the contents of the document unless a secret (called a trapdoor) is known which allows the secret-holder to search it is known. The only information that should be revealed through this search operation is whether a given encrypted document is relevant to a query. Thus, even if an untrusted party—like an untrusted cloud storage provider— captures an encrypted query (the trapdoor), it can neither determine the contents of the query nor the document, affording both data confidentiality and query privacy.

While this is ideal, to enable encrypted searching in untrusted environments, there are many different, sometimes subtle, ways in which information can be disclosed—or “leaked”— to untrusted parties. This remains true even if we assume a strong, unbreakable encryption cipher is being used.

## Document (data) confidentiality

Consider two distinct documents, A and B. If the same term (or word) in document A and document B has same representation (in the index), this constitutes an information leak. At this point, it is essentially a substitution cipher; in theory, not only do these leak information, but they can be broken through cryptanalysis.

Indeed, even if the same term maps to the same representation in different parts of the same document, this also constitutes a substitution cipher. This is one of the reasons why Goh [7] argues that traditional hashes are not suitable for use as a secure index.

## Query privacy

A similar argument to data confidentiality applies to query privacy. In the extreme case, queries may be sent in plaintext. This will be very informative to an untrusted party; over time they may be able to construct a model of an encrypted document by submitting many different plaintext queries to it and seeing if it is relevant or not relevant, e.g., does it contain these keywords in the case of a Boolean keyword query?

A weaker variation of this is when a query for a specific keyword or term always looks the same when submitted to any document in the collection. In this case, through statistical inference, an untrusted party can slowly build up frequencies for patterns in the secure indexes. If they combine this with a bit of prior knowledge, like the frequency distribution of English words, they may be able to figure out what each pattern is most likely to represent (e.g., likelihood maximization using Naïve Bayes).

A simple solution is to, for instance, insert a cryptographic hash of the term concatenated with a secret plus the document’s unique ID. In this way, the same query on different documents will look completely different. However, as elaborated on elsewhere, this imposes serious challenges to the efficiency of relevancy (context-aware) scoring.

## Access patterns

To exacerbate matters, even if an encrypted search scheme provides robust data confidentiality and query privacy, implicit information useful for statistical inference may still be leaked. For example, if a private query consisting of some random sequence of bits is frequently followed by another action, like checking stock prices, this constitutes a correlation which, conceivably, may be used to infer properties about the query and the corresponding documents that are returned in response to it.

To mitigate this more subtle form of information disclosure, Pinkas **[Oblivious RAM Revisited]** proposed the use of oblivious RAM constructs to conceal the history of data access patterns (observable by the server) associated with a user’s encrypted searching activities.

Oblivious RAM may be thought of in the following way: to prevent meaningful statistical inferences from being made about a user’s activities, whenever an action—a read or write—is performed, randomly include other randomly chosen reads and writes (or queries) to obscure what the user was actually interested in.Unfortunately, the overhead cost of this may not yet be practical, but it is one of the only ways to prevent this subtler form of information leak.

## Primary goal of encrypted search schemes

In light of these types of information leaks, the primary goal of encrypted searching is to prevent untrusted parties from inferring anything about the encrypted document beyond which documents are returned for a given encrypted query.

Most encryption searching schemes [7][9][Public-key encryption with keyword search][Confidentiality-Preserving Rank-Ordered Search][…] claimed this to be their guiding principle, although only a few solutions, like that proposed by Pinkas [Oblivious RAM], considered maintaining this confidentiality standard when confronted with an untrusted party who considers the history of the user’s activities.

# Online and offline searching

|  |  |  |
| --- | --- | --- |
| **Methods** | **Advantages** | **Disadvantages** |
| **On-line**  [1], [5], [6], [9] | * Exact phrase matching is easy—does not blow up size like in other solutions. * Approximate matching (see section 3) is easier to implement, but it is still problematic given the fact that exact matches on encrypted bit strings must be performed | * Words and phrases may be guessed by observing the patterns of embedded index. It is extremely vulnerable to substitution cipher attacks; very weak data confidentiality guarantees * Sequential search; slow and impractical for large-scale use |
| **Off-line: Inverted index**  [2], [13] | * Extremely well-understood * Context-aware searches are easy to perform * Fast term lookups (logN) * Space-efficient (if Huffman compression) * Data structure facilitates efficient ranking operations (see section 3) | * Potentially vulnerable to substitution cipher attacks * Potentially vulnerable to preimage collision attacks * Leaks more information than Bloom filter |
| **Off-line: Bloom filter**  [7][*Encrypted Keyword Searching in a Distributed Storage System*] | * Fast term lookups (O(1)) * Very space efficient (nearly optimal) * Can trade accuracy for space-complexity. * Rapid index construction * Data structure facilitates efficient ranking operations | * While it is O(1), this constant time complexity is hiding a large coefficient—k cryptographic hash functions must be evaluated, where k can become quite large. * Deleting a term from a document (a particular word does not appear in a document after the deletion) requires re-construction of Bloom filters |
| **Offline: Minimum perfect hash**  [*Network Applications of Bloom Filters: A Survey*] | * Fast term lookups (O(1)) * Extremely space efficient (nearly optimal) * Unlike Bloom filter, only two hash functions to evaluate. * Can trade accuracy for space-complexity * Data structure facilitates efficient ranking operations | * Leaks more information than Bloom filter indexes. * More complicated construction (and slightly slower, although linear in the number of the members still) |

## Online searching

On-line search performs a sequential search on the document cipher [1, 5, 6, 9, *Public-key encryption with keyword search*]. To be able to perform encrypted searches on such a cipher, a block cipher may not be used; rather, each term must be encrypted separately to facilitate exact string matches on the encrypted query terms. This is a simple substitution cipher; as mentioned elsewhere, these may be broken, or at the very least, they leak a significant amount of information.

Moreover, as pointed out in **[Confidentiality-Preserving Rank-Ordered]**, proposals based on online searching, in light of their sequential time complexity, are not appropriate except in limited contexts. For example, they may be appropriate if the purpose is to allow an email server to obliviously scan the “subject” field of incoming emails for the keyword “urgent” and, if detected, the recipient is immediately notified.

While their disadvantages are many, they do have some advantages. Their primary advantage is related to their simplicity: one simply iterates through all of the terms and applies a cryptographic hash to each. To permit exact phrase searching, an encrypted query phrase need only be iteratively compared to the encrypted terms in the cipher. A comprehensive overview of online searching solutions can be found in [5].

## Offline (index) searching

Offline indexes are data structures which store a representation of the document (or documents) in which rapid, efficient retrieval and ranking operations are facilitated. They also have the added benefit that, in many cases, they are completely isolated from the document they are representing, and thus both can be designed and implemented separately and independently.

For example, they may use independent encryption and compression algorithms, appropriate to their specific needs. Furthermore, they can be independently distributed.

In light of these clear advantages, most of the recently proposed encrypted searching constructions are based on offline indexes [2][7][**Encrypted Keyword Search in a Distributed Storage System**] like Bloom filters.

A comprehensive overview of offline-based solutions can be found in [13].

### Inverted index

In [Adding Compression to Block Addressing Inverted Indexes], a possible approach to a secure index is elaborated upon. Previously, we discussed this index in the context of using Huffman codes to serve as a substitution cipher. However, other, more secure solutions are possible.

If terms, or words, are being stored in the inverted index, then this means an untrusted party may observe the contents of the document directly, and so no strong data confidentiality is provided. Moreover, even if encrypted, compressed or obfuscated transformations of terms are being stored in the index, it is still potentially vulnerable to cryptanalysis (e.g., frequency estimates may be estimated. Alternatively, you could try various words to try to do a preimage collision attack on the values in the index. However, if multiple values may map to the same value in the index, this does complicate frequency analysis – at the expense of permitting false positives.

The primary advantage of the inverted index is that it is extremely well-understood (it is the most popular index in the field of information retrieval at large), fast, and space-efficient (especially if a block-level or document-level postings list is used).

### Bloom Filter (Signature File)

A Bloom filter [?][?] is a probabilistic (approximate) set which can trade accuracy for space complexity. It consists of a bit vector of size m, all initially set to 0, and k (traditionally cryptographic and independent) hash functions. For each member, use the k cryptographic hash functions to map it to k (or fewer, since collisions are possible) positions in the bit vector, setting each of those bits to 1. To check if an element is a member of the set, check to see if each of its k hashes positions are set to 1. If any are still 0, then it is definitely not a member (no false negatives). However, if all of them are set to 1, we may assume that it is a member. However, it is possible, with some probability, that it is not a member; rather, one or more actual members caused those k bit positions to be set to 1. Thus, Bloom filters allow for a tunable false positive rate.

It is fairly straight-forward to construct a secure searchable index from a Bloom filter. For each term (words, or n-grams, or other constructions) in the document, insert it into the filter. To prevent unauthorized users from querying the index, do not insert the plaintext terms; rather, insert some transformation of them. Ideally, use a one-way hash function, or a cryptographic hash function, on the term concatenated with a secret, e.g., insert(bloom, hash(terma | secret)). To further harden the Bloom filter from cryptanalysis, e.g., to guard against information leaks possible through correlation analysis, the same terms in separate documents ought to map to different index positions in the Bloom filter. In [7], it is recommended that the document id be appended to the ciphertext terms of the document during the construction of the secure index. For example, insert(bloom, hash2(hash1(terma | secret) | doc\_id). Likewise, during the construction of encrypted (hidden) queries, apply the same transformations. Since *secret* is unknown to untrusted parties, like the server, they are unable to query the secure index, and since the doc\_id is different for each document, term regularities never materialize.

The primary advantage of the Bloom filter, in the context of encrypted searching, is that it leaks very little information. In a Bloom filter, not only is it possible for more than one term to map to the same positions, but mappings for different terms overlap and thus one cannot know if a pattern of ones is from a combination of n terms or a single term. This is why, according to [7], the Bloom filter is such a strong choice. Additionally, the Bloom filter is also space efficient, since we may freely trade accuracy (false positives) for space-complexity (number of bit positions in the filter).

Bloom filters have two notable weaknesses. First, Bloom filters do not identify the position (which is both a blessing and a curse in the context of encrypted search) of the terms (of the encrypted document) inserted into the set; this complicates approximate matching and context-aware searching, which we will elaborate on in the section “How do we map queries to documents.” Second, Bloom filters (with the exception of Bloom filter variations, like Counting Bloom [**An Improved Construction for Counting Bloom Filters**]) do not allow removal of members from the set, thus necessitating the Bloom filter’s reconstruction whenever removal is required.

### Perfect Hash + Cryptographic Hash

As promising as the Bloom filter is, it is not as space efficient as a minimum perfect hash, which may also be used to trade accuracy for space-complexity, but it does so in a theoretically optimal way. In addition, the minimum perfect hash construction also allows for the evaluation of only two hash functions instead of k, thus it has a time complexity advantage over Bloom filters which may need to evaluate ten or more hash functions.

The primary disadvantage, in the context of encrypted searching, is that it may leak, for a given false positive rate, more information than the Bloom filter index since none of the members collide with each other in a minimum perfect hash—that is why it is called a perfect hash. In addition, the time to construct a minimum perfect hash is potentially slower (although it is still linear in the size of the members) than with the Bloom filter.

As a demonstration, here is a possible approach to making a minimum perfect hash allow for false positives [**Network Applications of Bloom Filters: A Survey**]:

* membership\_vector[perfect\_hash(x)] = crypto\_hash(x)
* To check if an x’ is a member, see if membership\_vector[perfect\_hash(x’)] equals crypto\_hash(x’).
* If x’ is really not a member, then it will test positively as a member with probability 0.5number\_of\_bits\_output\_by\_cryptographic\_hash.

It should be noted that, while in theory the perfect hash is optimal with respect to bits per member for a given false positive rate, implementations in practice do not achieve this limit. In practice, the space-complexity savings over the Bloom filter is less significant, although the time complexity is a big selling point.

# How do we map queries to documents?

The question of how to effectively map queries to documents is a very important, often neglected topic, in the Encrypted searching community. There are two primary ways being explored in the encrypted searching community: Boolean keyword matching and context-aware (degrees of relevancy) searching.

|  |  |  |
| --- | --- | --- |
| **Methods** | **Advantages** | **Disadvantages** |
| ***Boolean keyword search (n*-gram search)**  [1], [6], [9], [20], [21], [22], [23], [24], [25] | * Simple * Can easily be extended to complex searches, e.g., a disjunction of terms. * Can be extended to support fuzzy set membership queries more easily than relevancy scoring. | * May return unrelated search results due to lack of quantifying relevance to given query * If using online method, it will result in high run-time overhead for large documents and/or large collections. |
| **Context-aware search**  [10], [12], [18], [26], [27], [29] | * Much better precision and recall on results * Draws from extensive research in the IR community | * Run-time search overhead, but can be managed. * Searches using secure indexes are more complicated |

## Boolean keyword matching

Boolean keyword searches [Public-key encryption with keyword search, Practical Techniques for Searches on Encrypted Data] look for ~~a~~ particular words (or more generally, terms). Although the number of words being looked for varies from 1 to a particular number, what is common in this approach is that they perform a Boolean test regarding whether the given set of words appear in a document. This type of search does not keep track of anything other than the Boolean test – either all of the words matched, or none of them did. And while there are some techniques that are tolerant to “deviations”—like typographical errors—encrypted search must still rely on some form of exact string matching due to both the terms in the query and the document being encrypted. For example, the solution proposed by Li [6] addresses tolerance of typographical errors by including all error patterns up to k errors directly in the index, upon which simple exact matching may be performed.

### Extensions

#### Conjuctive keyword search

In [1], they propose a system which permits secure conjunctive queries for certain keywords (trapdoors) on a given set of fields, like the “From” field in an email. By secure, they mean that given access to a set of indexes for encrypted documents and a freely chosen set of trapdoors, adversaries—like an untrusted cloud storage provider—must not be able to learn anything about the encrypted documents except whether it matches those specific trapdoors.

Their work demonstrates an improvement over the single keyword searching discussed in [9], but their solution is still rather limited. They still only perform exact string matching (instead of approximate string matching), their solution inflexibly requires the document creator to tag specific keyword fields for search-ability—in their case, these field names (although not the actual values) are exposed, which constitutes an information leak—and finally they do not even consider untrusted parties which consider historical data (previous queries and matching results).

#### Approximate keyword matching

In [*Efficient Fuzzy Search in Large Text Collections*], the authors point out that, for Google, not returning enough results is not a problem. Their primary problem is finding ways to return fewer, more relevant results so that users do not have to sift through too many results (most users only check the first page of results from Google). Thus, Google is motivated to improve the precision, which is the ratio of relevant documents returned to the total documents returned. However, in vertical search--such as encrypted searching over an enterprise's store of encrypted documents--there is far more concern over not missing or overlooking relevant documents, since there may be so few relevant results to begin with. Thus, vertical search tends to have an objective in direct contrast with Google’s. That is, recall, which is the ratio of relevant documents return to total number of relevant documents, is equally or even important to than precision.

Elsewhere, we discuss relevancy scoring, which provides a more sophisticated approach in that the goal is to rank documents according to how relevant they are to a query as opposed to the simple Boolean "relevant" or "irrelevant" score found in Boolean keyword searching. But, a simple extension to Boolean keyword searching which improves the recall (at the expense of precision) is to do more tolerant matching on the keywords.

##### Locality-sensitive hashing

In locality sensitive hashing [Distance-Sensitive Bloom Filters], the notion is to map similar (according to some distance measure) items to the same hash. This is an especially good fit in the context of encrypted searching, since in encrypted searching, only exact matches (on the encrypted bit strings) is possible.

To avoid the curse of dimensionality—or in other cases avoid having to explore a space that combinatorially explodes—in [Approximate Nearest Neighbors: Towards Removing the Cuse of Dimensionality], locality-sensitive hash functions for dimensionality reduction; that is, use hash functions in which the probability of a collision is high for “close” elements and low otherwise. (Distance preserving.) Thus, LSH functions are not at all like cryptographic hash functions; cryptographic hashes, like most hash functions, are designed to minimize the probability of collisions, but in general LSH hashes are designed to maximize collisions in some sense.

For instance, in [**Locality-Sensitive Bloom Filter for Approximate Membership Query**], the authors observe that Bloom filters generally assume cryptographic hash functions, or at least hash functions which uniformly distribute over the domain (bit positions). However, what if this requirement is relaxed? Then, a choice of hash functions can be made which are more likely to test positively for non-members that look like members by using locality-sensitive hash functions. Unfortunately, this will cause more information leakage; for minimizing information leakage, the hash functions should uniformly distribute over the entire domain.

###### Stemming

Stemming may be thought of as another especially relevant form of locality sensitive-hashing. In stemming, morphological variations of a word are mapped to a single base form. By reducing such variations to a single form, in which the different variations have the same essential meaning, recall and precision can hopefully both be improved.

For example, if a user searches for “computing grades”, it would seem the user would find “computed grade” relevant also. By not including this variation in the result set, the recall and potentially the precision are reduced: the recall is reduced because not all of the relevant documents are returned, and the precision is potentially reduced because a less relevant document may be returned in its place. Stemming has demonstrated itself to be a fast and fairly effective technique to improve precision and recall. [Viewing Morphology as an Inference Process]

###### Phonetic algorithms

Phonetic algorithms are another form of locality sensitive hashing. The notion is to map words that sound alike to the same hash. Soundex is one of the more popular examples of this; it is an especially useful trick for approximate matches on the names of people.

##### Edit distance

In [Fuzzy Keyword Search Over Encrypted Data In Cloud Computing

], a mechanism is proposed to address the limitation in which only exact matches on keywords are allowed. In particular, they propose a construction which allows for matches on typographical errors or spelling variations, e.g., “color” vs “colour”.

To accomplish this, when constructing the secure index, for each term in the document, add all k-edit error patterns, where an error is an insertion, deletion, or substitution of a character. For example, for a 1-edit error tolerance, the keyword “age” is expanded to {age, \*age, a\*ge, ag\*e, age\*, \*ge, a\*e, ag\*}, where the \* represents any character. Thus, if “age” fails to match, the query can be automatically expanded to each of those variations in turn until a match is found.

##### Wildcard matching

Wildcard searches can be quite useful. For example, if users are unclear on how to spell a particular word, they can use wildcards to represent their ignorance, e.g., instead of “tomorrow”, they may type “to\*row”. Or, as another example, the user may seek multiple variations of a word, e.g., “\*night” for “night” or “knight”.

The solution proposed in [Fuzzy Keyword Search Over Encrypted Data In Cloud Computing] can be readily repurposed to implement wildcard searching.

### Exact phrase matching (word n-grams)

Most searchable encryption schemes only allow matches on keywords, but in [**Phrase Search over Encrypted Data with Symmetric Encryption Scheme**], a method for secure exact phrase matching is elaborated on. Phrase searches consist of approximately 10% of web search queries, so this is an important capability. Unfortunately, they require clients maintain a local dictionary on their computers to facilitate the capability. As long as such data must be maintained locally to perform searches, one may reasonably argue that local searchable indexes should be maintained instead. Local indexes, freed from many of the security concerns, would permit any sort of search operation without the need to communicate with server until a specific document is desired (thus less information leaks in the form of access patterns)

#### Biword model

The notion is, to accomplish exact phrase queries, as long as the index supports 2-grams, any n-gram exact phrase search can be expanded to a sequence of 2-grams. For example, to find the exact phrase, “hello dr fujinoki” can be represented as the Boolean keyword query, “hello dr”, “dr fujinoki”. Do note, however, that this opens up the possibility for false positives, as this expanded query will also match any document in which “hello dr” and “dr fujinoki” are present—they do not have to be adjacent to each other.

Simple extensions can exploit k-gram members, like 3-grams, to reduce the probability of a false positive. The biword model would work well with secure indexes, like the Bloom filter or minimum hash constructions.

## Relevancy (context-aware)

As pointed out in [Confidentiality-Preserving Rank-Ordered Search], most encrypted searching research focuses on Boolean search, where a document is relevant to a query if and only if all of the terms in the query match. As indicated elsewhere, this has a number of problems with respect to precision and recall. The results in this paper represent an important advance over prior encrypted searching schemes in that it ranks documents (out of a set of documents) according to estimated relevance to a query.

In modern IR systems, scoring the relevancy of a document to a query is, arguably, its most important task. If standard relevancy scoring techniques in IR can be brought to bear on encrypted searching, the utility of encrypted search will be significantly improved.

However, encrypted searching poses a number of challenges to standard relevancy metrics in IR. In encrypted search, a server obliviously searches over a collection of encrypted documents; however, the confidentiality guarantees (query privacy and data confidentiality) complicate most of the traditional relevancy scoring techniques found in the IR literature, like tf-idf, unless query confidentiality requirements are relaxed.

For instance, if a particular term maps to a different bit string in each document (to minimize information leakage as explained elsewhere), and no information may be leaked to the server about the query terms, then the user would need to submit a separate query for each document, which would be quite costly.

On the other hand, if this requirement is relaxed, much more can be done. In particular, if query terms to always map to the same bit string representation, as seen by the server, for every document, then the CSP itself can receive a single query from the user and take it from there.

### Types

#### Weighted keywords

Weighted keywords is based on two fundamental insights. First, some of the terms occur more frequently in a document than other terms. So, when scoring the relevancy of a document, if a frequent term in the document matches a term in the query, it should be given more weight than a less frequent but matching term. Mathematically:

The second insight is that many words (or terms) will be in all, or most, of the documents in the collection. These words, therefore, carry very little meaning; they have no discriminatory power as they appear in nearly every document. Conversely, many words will be very rare or even unique in a collection, and thus they have significant discriminatory power. For example, the word “the” is in nearly every document—it serves as linguistic glue— but the word “acatalepsy” will be found in very few, if any. The heuristic, then, is the more discriminatory power a term has, the more weight it should be given when scoring a document’s relevancy. Mathematically:

Combining these two insights, we have tf-idf (term frequency, inverse document frequency) and its variants.

A secure index, like a Bloom filter, can easily be adapted to work with these metrics [Spectral Bloom Filters, Space-Code Bloom Filter for Efficient Per-Flow Traffic Measurement].

#### Term Proximity

In [Efficient Text Proximity Search], the importance of proximity of terms in keyword searches is considered. The fundamental principle can be demonstrated by considering the following: given two documents, document1 = "A B C" and document2 = "A D D ...  D B C", document1 should be more relevant than document2 for the query "A B" even though they both contain the keywords with the same frequency. Put simply, how close together are the terms? The closer, all things else being equal, the better the match.

There are two primary approaches to account for this. The first way is to implicitly model term proximity by represent the documents at finer granularities, e.g., every sequence of N sentences gets a different index. Thus, the size of N can be tuned to provide a desired level of precision and recall: the larger the N, the better the recall but the worse the precision and, likewise, the smaller the N the better the precision but the worse the recall. The second way is to explicitly introduce a proximity measure, e.g., assign larger relevancy scores to matches in which the terms are “closer”. While both approaches tend to involve rather informal, ad hoc decisions, it is necessary to make them to create an effective IR system.

#### Semantic search

In [Concept Search: Semantics Enabled Information Retrieval], the authors make it clear that every previous search technique—from simple Boolean keyword searching to tf-idf proximity weighted relevancy scoring—are variations of syntactic search in which some form of string matching, combined with various ways to judge how important particular string matches, is being performed.

There are two major problems with this string matching approach. First, different words (or phrases) may be used to express similar meanings (depending on the context). This is referred to as synonymy. And, second, the same word (or phrase) may be used to express different meanings (depending on the context). This is referred to as polysemy. Both of these problems harm the relevancy of results.

Semantic search takes a different approach. Instead, it asks, what is the meaning of the text, and does the query in some way correspond to that meaning? This is a more complicated question. It may, for instance, involve natural language processing to perform word-sense disambiguation, part of speech tagging, and named entity recognition. When combining this with ontological and semantic knowledge, the IR system may begin to process queries in a way that resembles a human's ability to understand text.

For instance, if a user asks for "carnivore hunting prey", one may assume he is also interested in more specific concepts, like "dog chasing cats" or "lions hunting antelopes". Using part of speech tagging, it can be determined that "carnivore" is the subject, "hunting" is the verb, and "prey" is the object. Using word-sense disambiguation, the word senses can be determined fairly accurately, e.g., "carnivore" maps to "carnivore-1" (word sense 1). Using an ontology (like Wordnet), it can be determined that "carnivore-1" is a concept which includes (more specific concepts) like "dog-1", "lion-2", etc. Then, it may be assumed we can expand the subject, "carnivore-1", to {"carnivore-1", "dog-1", "lion-2", ...}, the verb, "hunting-3", to {"hunting-3", "chasing-1", "preying-4", ...}, and the object "prey-4" to {"prey-4", "feline-2", "antelope-1", "cat-1", ...}. Clearly, this is not an easy problem, but this approach can already, in limited ways, be put to effective use.

There are also statistical techniques to model semantically related terms, like latent semantic indexing (LSI). Unfortunately, there has been very little progress on either of these fronts in relation to encrypted searching. They represent promising future directions.

# Multi-user encrypted searching

In [Veriﬁable Symmetric Searchable Encryption for Multiple Groups of Users], the authors observe that most encrypted search implementations assume only one person will be able to perform the searches; or, if multiple people, then they all must share the same secret, and that secret will allow them to query the secure index. However, what if one wishes to be able to revoke the ability for a user to query the secure index?  Take this example:

* User 1 makes secure index for document using secret
* User 2 is trusted to query secure index by sharing with him the secret
* User 1 no longer wants user 2 to be able to query the secure index

How can this be accomplished? One solution is to simply use two secrets, and only give User 2 one of the secrets. Example:

* User 1 makes secure index for document using secret1 and secret2
* User 2 is trusted to query secure index, partly, by sharing with him secret1
* User 1 gives a server secret2
* User 2 may submit encrypted queries to server on secure index
* Server cannot determine contents of encrypted query, nor contents of secure index, except which documents are ranked as relevant to the encrypted query
* User 2 still needs the server because both secret1 and secret2  must be used to query secure index
* User 1 no longer wants user 2 to be able to query the secure index. He informs server not to honor his query requests
* Even if User 2 has a local copy of secure index, he cannot query it since he does not know secret2 and he can’t ask the server to query it on his behalf since the server has been instructed to de-authorize him.

In pseudo code, a term is hashed into the secure index like so (or something more elaborate):

hash2(hash1(termplain text | secret1), secret2)

Thus, to check the secure index for termplain text, both secret1 and secret2 must be known.

This is the essential idea behind multi-user systems and proxy encryption. Note that these models generally assume the server (who is trusted with one of the required secrets) and the partially trusted users do not collude. If server agrees to continue servicing requests of deauthorized users or if server gives the users secret2, then they will be able to continue querying the secure index.

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Block-based search

Block-based search: [13]

Individual paper summaries:

[1]

[2]

Dong proposed a security scheme to protect privacy of data stored in remote outsourced storage servers, such as storage service providers [4]. The main concept of the new schema is that authorized users are able to perform searches on the encrypted data in a remote storage server, while the encryption is applied in the client side, instead of the server side, to protect the privacy of the data from the insiders of the storage service providers. The proposed security schema assumes that each authorized user possess the encryption and the decryption key. The proposed search method is essentially an n-gram search, which tags a secret unique identifier, called “trapdoor” to each searchable word in a document, in such a way that a group of authorized users can generate each identifier. The core of Dong’s solution is key generation.

[5]

Li’s solution [6] enumerates possible mutations of each word in a document in the text of a document. Although the on-line based method has a few advantages, such as no “off-line” data structure and no need for complex search algorithm as well as accurate n-gram search and context-aware searches as a result, it has some major disadvantages. For example, because each target word and its mutations must be listed in the text, block-cypher method cannot be used, making word-cypher the option for encryption. Word-cypher may expose some clues for attackers to guess what each encrypted word is. The considerable inflation of the document size is another weakness.

[7]

Song’s solution [9] is another on-line based solution. The contents of each e-mail message are encrypted for each word in the message and the encrypted words are stored in each encrypted e-mail. Song proposed techniques to perform searches for encrypted e-mail messages. Song’s solution requires each word in e-mail messages to be encrypted before e-mail messages are stored in a remote e-mail server. Searches are performed by matching encrypted words. Song’s solution assumes a random number for each encrypted word. Although Song’s solution is practical especially for a small number of short for e-mail messages, the solution will not be practical for documents that consist of a large number of words or for a large number of e-mail messages, since such situations require a large number of random numbers to be managed by the user side. Another limitation of the solution is that the proposed technique does not allow context-aware searches.

[10]

[11]

Giunchiglia proposed a search method, which is a hybrid of n-gram and context-aware search [12]. The solution’s main premise is a bridge between n-gram searches (which Giunchiglia called “syntactic searches”) and context-aware searches (called “semantic searches” by Giunchiglia), by putting multiple context-aware search method on top of an n-gram search mechanism. After n-gram searches discover locations of multiple search keys, the results from n-gram searches are pumped up to a context-aware search method. The claimed advantage of the new hybrid search method is scalability between pure n-gram search and multiple context-aware search methods, providing flexibility in accuracy for context-aware searches by selecting an appropriate existing context-aware search method.

[13]

[17]

[18]

[19]

[20]

[22]

[24]

[25]

[29]
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